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/ ABSTRACT

Round robin link scheduling, in conjudction with conventional window flow control, can be

used to achieve throughput fairness in point-to-point packet networks with virtual circuit

routing.

1. INTRODUCTION

Consider a data communication network consisting of store-and-forward nodes joined by

point-to-point links. Each user session is assigned a fixed path (often called a virtual circuit)

through the network, and data for the session are sent in packets along this path. In such a

network it is possible for the incoming traffic rate at a node to exceed the outgoing rate, causing

a data queue to build up at that node. This queue may eventually overflow the node's storage 1i
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space, or the delay of acknowledgments may cause transmitters to assume that data were lost.

These problems result in wasteful retransmissions that effectively reduce the capacity of the

network. Flow control procedures attempt to prevent or alleviate this degradation by

regulating the appropriate traffic sources. Reference I discusses many of the flow control

techniques that have been proposed in the literature.

One such scheme is the wiandoew method [1]. This technique limits the number of packets for

each session which have been transmitted but for which acknowledgments have not yet been

received. The maximum permissible number of outstanding packets is called the window size.

A single window may be applied to all of a session's traffic, or the session may have a separate

window for its traffic over each link. We mention the window method because it is a component

of several more elaborate strategies to be discussed later.

It would be desirable for flow control procedures to regulate net-ork inputs so as to grant

each session a fair throughput rate. As explained in Reference 1, many proposed flow control

methods are rather unfair. Several studies have, however, addressed the fairness issue, and we

will briefly discuss these now.

The problem of achieving throughput fairness can be broken down into three parts. First

the fairness objective must be formulated precisely. Then the fair session throughputs must be

determined. Finally, these rates must be enforced. The objective of Gailager and Golestaani [21

is to minimize a sum of penalty functions, one for each link and one for each session. The link

functions penalize high link delays, while the session functions penalize low session throughputs.

This objective function expresses a trade-off between overall network efficiency and user

fairness. Another fairness criterion, called maz-mis flow, is used in various forms by Bially,

Gold, and Seneff [31, Jaffe [41, Hayden [51, Gafni and Bertsekas [61, and Mosely [7]. We will

define only the simplest version of this objective, which is Hayden's. To satisfy the max-min

flow criterion, the smallest session rate in the network must be as large as possible. Subject to

this constraint, the second-smallest session rate must be as large as possible, etc. Given a

network with its link capacities and a set of sessions with their routes, there is a unique set of
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session rates that satisfies the max-min conditions. Section 2 explains the max-min flow

criterion in more detail. WVe will adopt this criterion as the definition of fairness for this paper.

The studies mentioned in this paragraph also develop distributed algorithms for computing

session rates that are fair according to the various criteria.

Once the desired session rates are computed. there are several ways to enforce them.

Hayden [51 and Mosely [71 simulate a session input control that produces packet lengths

proportional to the desired session rate. The time between packet admissions is approximately

constant. This control-ias particularly meaningful for packetized voice traffic: it represents the

output of a variable rate vocoder [3]. Bially, Gold, and Seneff [3] simulate a similar control.

Another possibility is to use fixed length packets, but to regulate the time between packet

admissions fir each session. Mukherji [81 does this in a way that is less rigid than time-division

multiplexing and thus avoids the delay problems of TDM under light loads. A third approach,

studied by Gallager and Golestaazii [21, uses window flow control and adjusts the sessions'

window sizes to achieve the desired rates.

In this paper we propose another strategy for achieving max-min fair session rates. Let each

link offer its packet transmission slots to its user sessions in round robin fashion. If a session is

offered a chance to use a link slot but has no packets ready, then that same slot is offered to the

next session, and perhaps the next, etc., until a ready session is found. In each pass of a link's

* round robin, a session may transmit only one packet. In order to prevent an excessively long

queue at a session's bottleneck link, window flow control is also employed. Under certain Ot-A,

simplifying assumptions, it can be shown that this strategy yields long-term average session

throughputs that are max-min fair. This and related results are covered in Section 4. Section 3 3 1
gives the assumptions underlying the results. The most noteworthy assumptions are that all

sessions have heavy demand and that the window sizes are sufficiently large. LJ

The attraction of this method is its simplicity. Note that the fair rates are never explicitly

computed, as they are for other fair flow control schemes. The only overhead communication is
'o des

'that required for the window acknowledgments. The window sizes do not need to be adjusted d or*
d -. o
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as network conditions change. Apotential practia problem with tis metho is that te

windows may need to be large in order to guarantee throughput fairness for some networks.

This point is discussed in Section 3. Section 6 summarizes and concludes the paper. i

4. F.!R.\TSS CRITERION

This section describes the simplest version of the max-min flow criterion, which we will take

as our definition of throughput fairness. First, let us describe the network flow model in terms

of which the criterion is defined. The network consists of nodes joined by directed links. Two

nodes may be connected by any number of links in either or both directions. The links have

finite capacity. The topology of the network and the link capacities are given. A set of a one-

way communication sessions zI, ,z. has been specified, and each session has been assigned%

a path (i.e., a sequence of appropriately directed links) through the network. The goal is to

assign a feasible transmission rate ri to each, sesion zi so as to treat sessions fairly. It is

assumed that the traffic for. each session will formi a continuous, steady flow at the assigned

rate.

Next, let us define some terms. An aeocistion R -(rI,, r.) specifies a non-negative

real rate ri for each session Zi without violating the link capacities; that is, the sum of the rates

for all sessions sharing any particular link cannot exceed the link's capacity. The rate list of an

allocation R - (rI,., r.) is the nondecreasing permutation of R. Note that the elements

of a rate list are not necessarily distinct.

Now fairness can be defined. An allocation R satisfies the maz-min flow criterion if no other

allocation has a rate list that is lexicographically greater than the rate list of R. In other words,

the smallest component rate of R is as large as possible and, subject to that constraint, the

second-smallest component rate of R is as large as possible, etc. Each of these nested

optimization problems can be formulated as a linear program [5I, and it can be shown that there

exists a unique allocation that satisfies them all.

This mu-min allocation will be called the fair allocation, because it can be shown to be the
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only allocation with the following property: a session zj cannot transmit above its assigned rate

r, unless some session ;t with assigned rate rh : ri transmits below its assigned rate.

Alternatively, the maxmm flow criterion can be stated in terms of bottlenecks. Suppose

some allocation is given. A link I is called a bottlecack for a session z- using 1 if the assigned

rate rj of zj is at least as large as the assigned rate of any other session using 1, and if the entire

capacity of I is assigned to the sessions using it. It can be shown that an allocation satisfies the

max-min flow criterion if and only if every session has at least one bottleneck link.

These concepts will now be illustrated for the system in Figure 1.

X1 IX-8x2 .. -4 x - 4x8F-- - -

x3  ------i I-- -I x7 ----- --- i

FIGURE 1

The network consists of links 11, 12, I, and 14 in tandem. Each link has unit capacity. Sessions

zj, z2 and X3 use only link 11. Session z4 uses all four links. Sessions zs and re use only link 12.

Session z7 uses 13 followed by 14. Sessions ss and zq use only 14. The max-min allocation is

( 1/4, 1/4, 1/4, 1/4, 3/8, 3/8, 1/4, 1/4, 1/4 ). The rate list for this allocation is

( 1/4, 1/4, 1/4, 1/4, 1/,4, 1/-4, 1/4, 3/8, 3/8). Sessions zt, Z., z., and z4 have link 11 as a

bottleneck. Sessions 1s and z@ have 1. as a bottleneck. Sessions z4, 1, rg, and zq have 14 as a

5* .. . .. * .............*55~~~~~~.'
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bottleneck; note that x4 is bottlenecked at both 11 and 14. Link 13 is not a bottleneck for any

session, since it has unused capacity.

a. SYSTEM1 MODEL

This section presents the system model assumed in Section 4. This model is slightly less

general than that of Section 2 with regard to network topology and link capacities. However,
-. ,

the main difference between the two models is that Section 2 assumes a continuous, steady

traffic flow for each session, whereas this section explicitly models packets, queues, windows,

and schedules.

In this detailed model, the network consists of store-and-forward nodes joined by point-to-

point, one-way communication links. If two nodes are connected by link(s) in one direction,

then chey must be connected by at least one link in the reverse direction so that flow control

acknowledgments can be returned. Links and nodes are error-free and perfectly reliable. The

storage capacity of each node is large enough that overflow is impossible.

All links have the same capacity, and all data packets have the same length. A packet

experiences no processing delay at a node, other than a possible queuing delay as it waits for

transmission. A packet experiences no propagation delay on a link. The packet transmission

*: slots of all links are synchronized. Thus the entire system operates with slotted time.

Each session consists of a one-way flow of data packets from some origin node to some

destination node. Several sessions may have the same origin and destination nodes. During the

time interval in which the system is analyzed, the set of sessions using the network is fixed.

Each session is assigned a path (i.e., a sequence of appropriately directed links) through the

network. It is assumed that a session always has packets waiting at its origin node and has

storage available at its destination node. Since the sessions and their routes are given and fixed,

the max-min fair session rates of Section 2 are well-defined and do not change over time. (Of

course, it is not clear at this point whether the average packet flows of the sessions will actually

match these ideal rates.) The bottleneck link(s) for each session are also well-derined in terms of

A.a&,-Ad,~* ... . .; .-. ;...,-,...,. '. ... -.... . ....- ,. ,-.- ........ ".. , -...... .-,,..,-.-.-,...... ...-.
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the max-min rates, as explained in Section 2. 7

Each session has a buffer at each node along its path that can store up to WV packets waiting

* for transmission. Associated with each buffer are W4 logical quantities called permits. Each

packet waiting in a buffer must hold a permit for that particular buffer. Permits for a buffer

that are not currently held by packets in that buffer are stored at the node immediately

* upstream. When a packet is transmitted from the n'A node of its path to the (n + 1)' node, it

relinquishes the permit it needed for waiting at node a, and it seizes a permit for waiting at

node a+ 1. (If no such permits are available at node a, the packet cannot be transmitted.)

During the same time slot in which the packet, carrying its new permit, is transmitted from

node a to node x+ 1, the relinquished permit is transmitted from node a back to node n-1

over some link in this reverse direction. This discipline guarantees that the buffers will never

overflow, It is known as link-b g-link window flow control, with W as the window size. The link

* capacity consumed by the overhead communication required to implement permits will be

ignored.

Each link I has a round robin scheduler to decide which session will use the link during each

time slot. The scheduler at I consults a fixed data structure consisting of session identifiers

arranged in a directed ring. Each session using I appears exactly once on this ring. The

scheduler also maintains a variable called the ring position identifying the session that last sentr

a packet over 1. To allocate the current time slot, the scheduler searches the ring, starting with

the session immediately following the current ring position, until it finds the first session r that

has both packet(s) and permit(s) available. If there is such a session z, it transmits a packet

over I during the current slot, and the ring position is updated to x.

4. RESbULTS

Consider a system that satisfies the assumptions of Section 3. Suppose that the following

* parameters of the system are given: the network topology, the set of sessions using the

network, the sessions' paths, the window size W, and the round robin ring for each link.



Suppose that the following initial conditions are also given: the queue length for each session at

each link and the ring position of the scheduler at each link. Let L denote the number of links

in the network. Let H denote the maximum number of links in the path of any session in the

network. Let S denote the maximum number of sessions sharing any single link in the network. '

Define A, and A2 in terms of L, H, S, and W as follows:

A, 2 H"SL

&1- 3 HLS21 W

The results below hold for this system, provided that the window size is larger than A, packets.

The long-term average throughput of each session exactly equals its max-min fair rate.

*.The number of packets transmitted for any session over any link during any time interval '

is within A2 packets of the max-min fair amount, regardless of the length of the time

intevl.

0 There exists a time T such that the following statements are true after r:

+ The number of packets transmitted for any session over any link during any time

interval is within A, packets of the max-mmn fair amount, regardless of the length

of the time interval. Recall that A, is independent of the window size W.

+ Every session has at least one bottleneck link, called a pure bottleneck, where there

are always packets and permits waiting, i.e., where the session accepts every

chance offered to it by the round robin link scheduler. A link that is a pure

bottleneck for some session is a pure bottleneck for every session bottlenecked

there.

" The range (i.e., maximum minus minimum) of the queue length for any given

session at any given link is at most 11 packets.

" The lengths of a session's queues are related to the locations of its bottleneck

links. Buffers that are "slightly" upstream of bottleneck links are sometimes full

and are never empty; buffers that are 'slightly* downstream of bottleneck links
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are sometimes empty and are never full. To make this claim precise, we define

buffer properties PE , PN and P, below.

PE: The buffer is empty infinitely often and is never full.

Pv: The buffer is never empty and is never full.

Pp: The buffer is full infinitely often and is never empty.

We will now characterize the buffers of a given session with respect to properties

PE ,Pv and Pr. All buffers upstream of the session's first bottleneck link satisfy

property Pp . All buffers downstream of the last bottleneck link satisfy PE . The

set of buffers between two successive bottleneck links can be partitioned into three

(possibly empty) subsets, with the buffers in each subset being contiguous.

Buffers in the upstream subset satisfy Pv. Buffers in the downstream subset

satisfy Pr . The middle subset can contain at most one buffer, which must satisfy

PN.-

The claims above can be proved by induction, starting with those sessions having the

smallest max-min fair rate, then considering those sessions with the second-smallest fair rate,

etc. The proof is given in [1].

5. REMARKS ON THE WINDOW SIZE

Recall that in Section 4 the window size is assumed to be larger than A, - 2 H1 L SL For

all but the simplest networks, this quantity is impractically large. Large windows could result

in substantial storage requirements, high cross-network delay, very bursty session flows, and

slow convergence of the average session throughputs to the max-min fair rates. An important

question is whether a large window is actually necessary to guarantee max-min fair session

throughputs. The answer is complicated, because the exact window size needed for perfect

fairness in a particular system depends strongly on the network topology, the set of sessions and

their routes, the order of the sessions in the round robin rings, and the initial queue lengths

throughout the network. Unfortunately, examples have been discovered for which a very large

window is, in fact, necessary to exactly achieve the max-min fair rates. It is not known how

V.
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common such examples are. The natural next question is this: for a given small window size,

how unfair can the session throughputs be? We are currently investigating this issue.

6. CONCL USION

Round robin link scheduling, in conjunction with conventional window flow control, can be

used~~~~~~~~~ toaheetruhu aresi on-to-point packet networks wth virtual circuit

*routing. Assuming heavy demand and large flow control windows, it can be proved that the

long-term average throughputs of the sessions are fair, in the sense of maximizing the minimum

* session rate. The round-robin method is considerably simpler than some other strategies for

throughput fairness. The performance of round robin scheduling with smaller windows and

* lesser, more random demand deserves further study.
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